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Pay-as-you-go utility computing services by compa-
nies such as Amazon and new initiatives by Google, IBM, 
Microsoft, and the National Science Foundation (NSF) 
have begun to provide applications researchers in areas 
such as machine learning and scientific computing with 
access to large-scale cluster resources. However, system 
researchers, who are developing the techniques and soft-
ware infrastructure to support cloud computing, still have 
trouble obtaining low-level access to such resources.

Open Cirrus (http://opencirrus.org) aims to address this 
problem by providing a single testbed of heterogeneous 
distributed data centers for systems, applications, services, 
and open source development research. The project is a 
joint initiative sponsored by Hewlett-Packard (HP), Intel, 
and Yahoo! in collaboration with the NSF, the University 
of Illinois at Urbana-Champaign (UIUC), the Karlsruhe In-
stitute of Technology (KIT), the Infocomm Development 
Authority (IDA) of Singapore, the Russian Academy of 

T here is growing interest in cloud computing 
within the systems and applications research 
communities. However, systems research-
ers often find it difficult to do credible work 
without access to large-scale distributed data 

centers. Application researchers could also benefit from 
being able to control the deployment and consumption 
of hosted services across a distributed cloud computing 
testbed.

Open Cirrus is a cloud computing testbed 
that, unlike existing alternatives, federates 
distributed data centers. It aims to spur 
innovation in systems and applications 
research and catalyze development of an 
open source service stack for the cloud.
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Fourth, Open Cirrus aims to develop open source 
stacks and APIs for the cloud. To become widespread, 
cloud computing requires a nonproprietary and ven-
dor-neutral software stack. Open Cirrus will serve as 
a platform that the open source community can use to 
design, implement, and evaluate such codes and inter-
faces for all cloud stack levels. Open source is as much 
about community as it is about software, and Open 
Cirrus seeks to become the foundation of a larger open 
cloud community.

The Open Cirrus sites are working together to provide a 
single federated testbed, as opposed to each site building 
and operating a separate cluster, for three reasons:

•	 collaborating on a single, larger effort will achieve 
greater impact than participants could individually; 

•	 testing in the different site environments will improve 
the quality of software and services; and

•	 pooling resources will improve efficiency because the 
sites will be sharing innovations. 

One measure of efficiency is management cost. Figure 2 
shows ballpark cost figures gleaned from the current Open 
Cirrus sites. While the costs of running a cloud infrastruc-
ture increase with the number of sites, the savings from 
sharing software development and operational methods 
reduces overall costs. For example, several participating 
organizations are prominent developers of the software 
components in the Open Cirrus service architecture. By 
sharing these new systems and the lessons learned in de-
ploying them, all of the sites benefit.  

Architecture, design,  
and implementation

Several high-level architectural choices drove the Open 
Cirrus design:

Sciences (RAS), the Electronics and Telecommunications 
Research Institute (ETRI) of South Korea, the Malaysian 
Institute of Microelectronic Systems (MIMOS), and Carn-
egie Mellon University (CMU). Additional members are 
expected to join Open Cirrus later this year.

As Figure 1 shows, the current testbed is composed of 
10 sites in North America, Europe, and Asia. Each site con-
sists of a cluster with at least 1,000 cores and associated 
storage. Authorized users can access any Open Cirrus site 
using the same login credential.

Motivation and context
Open Cirrus has four main goals.
First, the project aims to foster systems-level research 

in cloud computing. In the current environment, only big 
service providers such as Yahoo!, Google, Amazon, and Mi-
crosoft have access to large-scale distributed data centers 
to develop and test new systems and services. Most cloud 
computing researchers must typically rely on simulations 
or small clusters. Open Cirrus aims to help democratize 
innovation in this area by providing two unique features 
essential to systems-level research:

•	 Open Cirrus sites allow access to low-level hardware 
and software resources—for example, install OS, 
access hardware features, and run daemons.

•	 The testbed comprises heterogeneous sites in dif-
ferent administrative domains around the world, 
enabling researchers to leverage multiple data centers. 

Second, Open Cirrus seeks to encourage new cloud 
computing applications and applications-level research. 
Providing a platform for real-world applications and ser-
vices is an important part of Open Cirrus. Particularly 
exciting are

•	 the potential for developing new application models 
and using them to understand the necessary systems-
level support, and

•	 using the federated nature of Open Cirrus to provide a 
platform for new kinds of federated applications and 
services that run across multiple data centers.

 Third, Open Cirrus offers a collection of experimen-
tal data. Cloud computing researchers often lack data 
sets with which to conduct high-quality experimen-
tal evaluations. Open Cirrus sites will let researchers 
import, store, and share large-scale data sets such as 
Web crawls and data-center workload traces. With 
such facilities, Open Cirrus could become a “watering 
hole” where researchers with similar interests can ex-
change data sets and develop standard cloud computing 
benchmarks. 

Figure 1. Open Cirrus testbed. Each of the 10 current sites 
consists of a cluster with at least 1,000 cores and associated 
storage. The testbed offers a cloud stack consisting of 
physical and virtual machines and global services such as 
sign-on, monitoring, storage, and job submission.  
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Direct access to physical resources. Systems research is 
supported by allowing direct access to physical resources 
on the machine. For example, researchers can have root 
passwords, install kernel images, and access processors, 
chipsets, and storage. However, some resources, particu-
larly network resources needed for proper isolation such 
as virtual local area network (VLAN) switch configura-
tions, may be virtualized or unavailable.  

Similar operating environments. Given that multiple 
organizations with different practices manage the Open 
Cirrus sites, it’s infeasible for these sites to have identical 
operating environments. However, it’s possible to create 
similar operating environments by defining a minimum 
set of services that every site must offer. 

Support for near-production use. While supporting 
cloud computing system software research is Open Cirrus’ 
central mission, robust research often requires access to 
real-world use cases. Therefore, Open Cirrus sites strive 
to offer high-quality services to researchers who aren’t 
necessarily conducting research at the systems level. This 
use provides the workloads, traces, and testing needed for 
insights into real-world use. 

Global services available from any site. A small set 
of global services are available from any Open Cirrus site. 
Examples include the single sign-on authentication service, 
global monitoring, and a moderate-scale storage service for 
configuration files, intermediate results, or binaries. 

Service stack architecture
A typical Open Cirrus site consists of foundation, utility, 

and primary domain services, as Figure 3 shows.
Zoni. The foundation service for the software archi-

tecture is Zoni. Fundamentally, Zoni is the software 
component responsible for managing physical resources 
in the cluster and is crucial to providing users with bare-
metal server access to conduct software system research. 
This component provides five key functions: 

•	 allocation of server nodes;
•	 isolation of node groups, called domains;
•	 provisioning of key software in a domain;
•	 out-of-band server management; and 
•	 debugging of allocated nodes.

Zoni maintains a database of all available cluster re-
sources. User requests, which are primarily for some 
number of nodes, are satisfied by allocating resources 
from that inventory.  Users request allocations of physi-
cal nodes for various reasons. One common reason is to 
conduct controlled performance measurements; another 
is for experimentation with system software that involves 
aspects of networking—for example, developing a new 
cluster management system may require controlling a 
Dynamic Host Configuration Protocol (DHCP) server. Ex-

•	 Systems versus application-only research. In contrast 
to clusters such as Google/IBM, Microsoft Windows 
Azure, and Amazon EC2/S3, Open Cirrus enables 
research using physical machines in addition to 
virtualized machines. This requires provisioning of 
the bare metal, enabling root access to provisioned 
servers, providing isolation at the network level, and 
reclaiming access in case of fraudulent or erroneous 
behavior. 

•	 Federated versus unified sites. In contrast to a unified 
architecture such as PlanetLab, Open Cirrus federates 
numerous sites with various hardware, services, and 
tools. The sites exist on different continents, under 
different regulations and subject to different privacy 
concerns. Commonality is enabled by Open Cirrus 
global services under development, such as global 
sign-on and monitoring. Some local services may 
vary across sites, but common practices and regu-
lations will promote consistent administration and 
oversight.

•	 Data-center focus versus centralized homogeneous 
infrastructure. Compared to a centralized approach 
such as Emulab, Open Cirrus revolves around mul-
tiple data centers. This data-center focus enables 
independent research while sharing resources. It has 
implications for security, enforcing authorizations 
between users and individual sites, and integration 
with existing organizational regulations. 

Service architecture design
Design of the Open Cirrus service architecture is guided 

by a desire to create a unified and coherent resource, 
rather than several completely disjoint clusters. 
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Figure 2. Open Cirrus management costs: annual cost per 
site for different numbers of sites. While the costs of running 
a cloud infrastructure increase with the number of sites, the 
savings from sharing software development and operational 
methods reduces overall costs.



45APRIL 2010

manager is another popular runtime system that provides 
a job submission service. By providing the two services 
through a disjoint set of virtual machines, the primary 
domain’s administrator can dynamically adjust the pool 
of resources available to each service according to need 
simply by adding or removing VMs. Of course, users 
whose jobs aren’t accommodated by one of the existing 
application framework services may request a private 
pool of VMs.

Different sites may select any VMM service as long as 
it supports the EC2 interface from Amazon Web Services 
(AWS). Good candidates include Tashi and Eucalyptus. 
Tashi is an open source cluster management system for 
cloud computing on massive Internet-scale data sets being 
developed as an Apache Incubator project; it is designed 
specifically to complement Open Cirrus. While Tashi is 
similar to other systems that manage logical clusters of 
VMs, it was developed to support research in coscheduling 
computation, storage, and power.

Coscheduling of computation and storage using the 
location information provided by storage systems such as 
Hadoop must overcome additional challenges in a virtual-
ized environment. In particular, instances of the Hadoop 
runtime executing within VMs may be unable to correctly 
assess the relative distances to data blocks whose locations 
HDFS described with nonvirtualized location information. 
Two additional services may overcome this problem: The 
Data Location Service (DLS) is a clearinghouse for data 
location information independent of a storage mecha-
nism, and the Resource Telemetry Service (RTS) provides 
a means to obtain an abstract distance measure between 
two location identifiers.1

Example. Figure 4 illustrates how Open Cirrus services 
fit together. In this example, the cluster is partitioned into 
four domains. From left to right, the first domain is used 
for low-level systems research, where researchers install 
their own OS kernels and run their own experimental 
codes and services. The second domain runs a VMM 
system that provides users with virtual clusters of VMs 
that share physical nodes and storage in the Zoni domain. 
Users build their own services and applications on top of 
these virtual clusters. The third domain provides a dedi-
cated storage service that applications running on the 

periments that belong to this latter group must be isolated 
from other activities in the cluster to maintain both ex-
perimental integrity and cluster stability. Node allocations 
isolated from the rest of the cluster in this way are do-
mains. The current implementation creates domains by 
programming the cluster switches to create VLANs.

To bootstrap a domain for remote users, Zoni must 
also provide a mechanism for provisioning software onto 
at least one of the allocated nodes. This feature is cur-
rently implemented through a process based on Preboot 
Execution Environment (PXE) booting. However, even 
though the software may be provisioned properly, there 
is no guarantee that it will behave as intended or boot at 
all. Consequently, Zoni also provides users with out-of-
band debugging and management facilities. Currently, the 
key debugging facility is remote console access, and the 
management facility consists primarily of remote power 
control. Both are provided through the Intelligent Platform 
Management Interface (IPMI).

Primary domain services. Naturally, not all cluster 
users are interested in managing a Zoni domain; some are 
interested in developing higher-level services, and some 
are interested in simply using the services offered. To 
serve these last two user groups, one domain in each site 
is designated the primary domain and provides a stable 
set of services for production use.

To support users working with very large data sets, a 
cluster storage system, in particular the Hadoop file system 
(HDFS), is used to aggregate the storage of all the nodes 
in the domain. A key property of HDFS is that it supports 
location-aware computing—that is, the file system exports 
the location of data blocks in such a way that runtime 
services can schedule a computing task that processes a 
block on the node that contains that block. This capability 
reduces pressure on the cluster network. 

To support a diverse set of user needs, the recom-
mended primary domain services include a virtual 
machine management (VMM) layer, which provides a con-
venient mechanism for allocating resources to various 
users and services. Hadoop, for example, implements a 
map/reduce programming paradigm and offers a popu-
lar runtime system for building cloud services. The Maui 
Cluster Scheduler combined with the Torque resource 
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Figure 3. Open Cirrus site services. A typical site consists of foundation, utility, and primary domain services.
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Scheduling. Ultimately, users may find it 
convenient to submit a job without having to 
specify where the job must run. A global sched-
uling component could automatically dispatch 
jobs to the optimal cluster according to some 
criteria: load balancing, minimizing data move-
ment, minimizing energy consumption, and so 
on.

Resource tracking. As jobs are scheduled 
across multiple sites, the resources that users 
consume may need to be tracked and credits 
exchanged between sites based on resource 
consumption.

Research Using Open Cirrus
Table 1 summarizes basic characteristics of 

the current Open Cirrus sites. More important than physi-
cal characteristics are the types of collaboration that Open 
Cirrus enables.

Approximately 100 research projects at 10 sites use 
Open Cirrus at the systems and applications levels. 

Systems-level projects include robust adaptive rout-
ing over redundant layer-2 networks, data computation 
overlay for aggregation and analyses, and Open Cirrus 
and PlanetLab federation (at HP); use of optical switches 
to break data-center networking bottlenecks, power-aware 
workload scheduling, and optimizing service energy-delay 
product (at Intel); applying RAID techniques to HDFS, pipe-
lining data between map and reduce stages of Hadoop jobs 
to improve user interaction, and deploying log-analysis 
techniques to improve performance of Hadoop clusters 
(at Yahoo!). 

Applications-level projects include computerized lan-
guage translation, astrophysics, graph data mining, and 
computer design simulation (at CMU); real-time stream-
ing applications such as gesture recognition from video 
and simulation of material that changes its shape under 
software control (at Intel); DNA sequencing, search, and 
annotation (at ETRI); continuously extracting knowl-
edge from webpages, natural-language processing, 
large-scale graph algorithms, analysis of Wikipe-
dia group dynamics, statistical machine translation, 
large-scale document analysis, statistical machine-
learning algorithms, and computational sustainability 
(at Yahoo!).

In most of these research projects, Open Cirrus offers 
the benefits of running experiments at scale; leveraging 
commonly shared stack, services, and best practices; 
and creating synergies across the layers. Systems-level 
research—for example, networking, power, and cool-
ing—leverages applications to better understand the 
cloud load, while applications improve in performance 
and scalability using results from the underlying systems 
research.

second partition use. The fourth domain offers a sandbox 
for developing the next version of the Tashi cluster man-
agement component.

Site utility services.  To manage an Open Cirrus site 
easily, many additional, less critical services are required. 
For example, a monitoring service such as Ganglia not 
only enables the site administrator to monitor the cluster’s 
health, it also facilitates collection of cluster operational 
data that may inform future research projects. Some con-
ventional network file system storage is convenient for 
storing user scripts, small data sets, and small output files. 
Site utilities also include facilities for tracking resources 
consumed by users and managing the cluster’s power 
consumption. 

Open Cirrus federation
The Open Cirrus testbed provides a unique opportu-

nity for experimenting with issues involving federation in 
cloud computing. To support these experiments, develop-
ers are adding a small set of “global” services—common 
services that run at participating sites to provide a common 
infrastructure.

Single sign-on. While users are granted access to each 
site separately, this authentication clearinghouse service 
enables users to access all granting sites with the same 
credentials.

Global monitoring. By collecting the monitoring output 
from each site into a central location, administrators can 
quickly assess the health of the entire testbed, users can 
determine which sites are busy, and cross-site statistics 
can be archived for future research.

User directories. Mounting a user directory in a 
common location at each site facilitates the distribution 
of small files, such as execution scripts and configuration 
files, for conducting experiments.

Global storage. Similarly, some data sets may be made 
available across all sites, either through replication or 
some other distribution technology, as appropriate.

Applications

Virtual cluster

Services

Virtual cluster

Systems research Tashi

Zoni service

Storage service Tashi development

Network-isolated
Zoni domains

Physical cluster

Figure 4. Example service hierarchy possible in Open Cirrus, with the 
cluster partitioned into four domains.
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The break-even point for storage would be $349,000/M 
< $62,880, or M > 5.55 months; the overall break-even 
point would be $1,555,555/M + $7,500 < $136,608, or 
M > 12 months. Thus, if the service runs for more than 12 
months, owning the cloud infrastructure is preferable to 
renting it. Similarly, it’s better to own storage if you use it 
for more than six months.

Clouds are typically underutilized.2 With X percent 
resource utilization, the break-even time becomes  
12 × 100/X months. Given the typical hardware life-
time of 36 months, the break-even resource utilization is  
12 × 100/X < 36, or X > 33.3 percent. Even at the 
current 20 percent CPU utilization rates observed in in-
dustry, storage utilization greater than 47 percent would 
make ownership preferable, as storage and CPU account 
evenly for costs. 

Federated sites
Federation can help absorb overloads due to spikes—for 

example, at conference deadlines—or underprovisioning.2,4 
Figure 5 plots the costs incurred by a single underprovi-
sioned cloud for three options: offloading only to AWS, 
offloading to five federated clouds and AWS, and offload-
ing to 49 federated clouds and AWS. 

A federation of six sites can defer costs up to 250 percent 
overload, while with 50 sites the break-even point is roughly 
2,500 percent. (This assumes that other sites are utilized 
50 percent and not idle; otherwise, the break-even point 
would be 500 percent and 5,000 percent, respectively). The 
detailed data and spreadsheet for this calculation are avail-
able at http://opencirrus.org. Note that this is only a starting 
step—the calculation can be expanded by accounting for 
the economic costs of disasters, such as massive failure, 
project cancellation, and start-up time.

Open Cirrus Economic Model
The emergence of each individual site in Open Cirrus 

and the expected growth of the federation are driven by 
the economy in today’s cloud computing environment. 
Explicit break-even points for the choice between rent-
ing versus owning a cloud infrastructure implicitly justify 
Open Cirrus’ economic rationale. 

Single site
Consider a medium-sized organization—for example, a 

start-up or a university department—seeking to provide a 
Web service to a client population. The service will run in 
a cloud, accessing stored data and consuming CPU cycles. 
Suppose this service is identical to the UIUC Open Cirrus 
site: 128 servers (1,024 cores) and 524 Tbytes. Should the 
organization rent the infrastructure from a cloud provider, 
such as EC2 (Elastic Compute Cloud) and S3 (Simple Stor-
age Service) from Amazon Web Services, or should it buy 
and maintain a cloud? 

At average AWS rates of US$0.12 per Gbyte/month 
and $0.10 per CPU-hour, renting the cloud infrastruc-
ture would incur a monthly storage cost of 524 × 1,000 
× $0.12, or $62,880; the total monthly cost would be 
$62,880 + 1,024 × 24 × 30 × $0.10 = $136,608. In the 
case of owning a cloud, amortized monthly costs would 
be split among the hardware, power, and network 45 
percent, 40 percent, and 15 percent, respectively.2-4 If the 
service lifetime is M months, it would incur a monthly 
storage cost, assuming $300 1-Tbyte disks and scaling 
for power and networking, of 524 × $300/0.45/M, or 
$349,333/M; the total monthly cost, based on actual sys-
tems cost and the salary of one system administrator for 
about 100 servers,3,4 would be $700,000/0.45/M + $7,500, 
or $1,555,555/M + $7,500.

Table 1. Characteristics of current Open Cirrus sites.

Site Cores Servers
Public 

partition

Memory 
size 

(Tbytes)

Storage 
size 

(Tbytes) Spindles
Network data 

rate Focus

CMU 1,165 159 50 2.40 892 784 1 Gbps Tashi, distributed file systems,  
applications/data sets

ETRI 1,024 256 200 0.50 128 256 1 Gbps Large data sets, cloud infrastructure

HP 1,024 256 178 3.30 632 1,152 10 Gbps internal; 
1 Gbps x-rack

Networking, federation

IDA 2,400 300 100 4.80 59+ 600 1 Gbps Applications based on
Hadoop, Pig

Intel 1,364 198 198 1.77 610 746 1 Gbps Tashi, Zoni, MPI, Hadoop

KIT 2,048 256 128 10.00 1,000 192 1 Gbps Applications with high throughput

MIMOS 1,024 167 16 0.50 36 258 1 Gbps Platform, tools, testing, security

UIUC 1,024 128 64 2.00 500 258 1 Gbps Data sets, cloud infrastructure

RAS 1,136 142 600 9.10 36 142 1 Gbps Hadoop, Tashi, Zoni, Pig, MPI

Yahoo! 3,200 480 400 2.40 1,200 1,600 1 Gbps Hadoop, Pig
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Related Work 
We can broadly divide existing cloud computing test-

beds into those that mainly support applications research 
and those that can support systems research. Table 2 com-
pares the most prominent testbeds.

The Google/IBM cluster (www.google.com/intl/en/
press/pressrel/20071008_ibm_univ.html), TeraGrid,5 and 
Microsoft Windows Azure platform (www.microsoft.
com/windowsazure) all focus on supporting computing 
applications research. Thus, these testbeds don’t enable 
access to bare-metal hardware or root access to the OS; 

instead, services such as MPI and Hadoop are installed 
to ease access to the resources. For example, the Google/
IBM cluster is configured with the Hadoop service and 
targets data-intensive applications research such as large-
scale data analytics. TeraGrid is a multisite infrastructure 
mainly used for scientific research, and Microsoft provides 
a Windows Azure interface but no access to systems-level 
data.

The Open Cloud Testbed (www.opencloudconsortium.
org) focuses on cloud computing middleware research and 
is currently configured as a smaller-scale testbed with four 
32-node sites.

Testbeds such as PlanetLab,6 Emulab,7 DETER (cyber-DE-
fense Technology Experimental Research),8 and Amazon 
EC2 (http://aws.amazon.com) are designed to support sys-
tems research but with diverse goals. 

PlanetLab consists of a few hundred machines spread 
around the world and is mainly designed to support 
wide-area networking and distributed systems research. 
Although it doesn’t provide access to bare-metal hardware, 
it does provide root access to the OS through a lightweight 
virtualization similar to FreeBSD jails.

EmuLab, the original Zoni service, is a single-site testbed 
where each user can reserve a certain number of machines 
(typically a few tens) and get exclusive access to bare-metal 
hardware. Emulab also provides mechanisms to emulate 
different network characteristics. Open Cirrus provides 
Emulab-like flexibility for systems research with federation 
and heterogeneity, which are crucial for cloud computing.

Existing DC
Open Cirrus 6
Open Cirrus 50

100,000

10,000

1,000

100

10

??
??

?

100 200 300 400 500 600 700 800 900 1,000
Utilization (percent)

Figure 5. Costs incurred by a single underprovisioned cloud 
for three options: offloading only to Amazon Web Services 
(existing DC), offloading to five federated clouds (Open Cirrus 
6) and AWS, and offloading to 49 federated clouds (Open 
Cirrus 50) and AWS. 

Table 2. Comparison of cloud computing testbeds.

Characteristics Open Cirrus
Google/

IBM cluster TeraGrid PlanetLab Emulab
Open Cloud 

Testbed
Amazon 

EC2
LANL 

cluster

Type of 
research

Systems and 
services

Data- 
intensive 
applications

Scientific 
applications

Systems and 
services

Systems Interloper 
across clouds 
using open 
APIs 

Commercial 
use

Systems

Approach Federation of 
heterogeneous 
data centers

Cluster  
supported 
by Google 
and IBM

Multisite  
heterogeneous 
clusters for  
super- 
computing

Nodes 
hosted by 
research 
institution

Single-
site 
cluster 
with  
flexible 
control

Multisite het-
erogeneous 
clusters

Raw access 
to virtual 
machines

Reuse of 
LANL’s 
retiring 
clusters

Participants CMU, ETRI, HP, 
Intel, IDA, KIT, 
MIMOS,  RAS, 
UIUC, Yahoo!

Google, 
IBM, MIT, 
Stanford 
Univ.,  
Univ. of 
Washington

Many  
universities  
and 
organizations

Many  
universities 
and 
organizations

Univ. of 
Utah

Four centers Amazon CMU, 
LANL, NSF

Distribution 10 sites Central-
ized—one 
data center 
in Atlanta

11 partners  
in US

More than 
700 nodes 
worldwide

More 
than 300 
machines 

480 cores dis-
tributed in 
four locations

Several  
unified  
data 
centers

Thou-
sands of 
older but 
still useful 
nodes at 
one site
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a trademark of Yahoo! Inc. Several people made significant 
contributions to Open Cirrus, including A. Chien, R. Gass, 
K. Goswami, C. Hsiung, J. Kistler, M. Ryan, C. Whitney, and 
especially J. Wilkes, who was instrumental in formulating 
the original Open Cirrus vision as well as the concept of a 
management layer like Zoni. 
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Arutyun I. Avetisyan is deputy director of the Institute for 
System Programming of the Russian Academy of Sciences 
(ISP RAS), RAS’s representative in Open Cirrus. Contact 
him at arut@ispras.ru.

Roy Campbell is Sohaib and Sara Abbasi Professor in the 
Department of Computer Science at the University of Il-
linois at Urbana-Champaign (UIUC). Contact him at rhc@
illinois.edu.

Indranil Gupta is an associate professor in the Depart-
ment of Computer Science at UIUC, where he also heads 
the Distributed Protocols Research Group. Contact him at 
indy@illinois.edu.

Michael T. Heath is a professor and Fulton Watson Copp 
Chair in the Department of Computer Science at UIUC, 
where he’s also director of the Computational Science and 
Engineering Program. Contact him at heath@illinois.edu.

Steven Y. Ko is a postdoctoral research associate in the De-
partment of Computer Science at Princeton University who 
worked on Open Cirrus as a PhD student at UIUC. Contact 
him at steveko@cs.princeton.edu.

The DETER testbed is an installation of the Emulab 
software and is mainly used for security research—for 
example, colleting a large-scale worm trace. Consisting of 
two heterogeneous sites, DETER may be viewed as a feder-
ated Emulab installation. However, the two sites are tightly 
coupled: The controller resides in one site and controls 
physical resources in both sites. In Open Cirrus, all sites 
are loosely coupled.

Amazon EC2 provides VMs on a pay-as-you-go basis. 
Although it allows complete control over the VMs, users 
can’t control network resources, reducing its flexibility as 
a systems research testbed.

Finally, CMU’s Garth Gibson is leading an effort to re-
cycle Los Alamos National Laboratory’s retiring clusters 
(typically with a few thousand machines) by making them 
available for systems research.

Other related cloud computing efforts such as Res-
ervoir (http://sysrun.haifa.il.ibm.com/hrl/reservoir) and 
RightScale (www.rightscale.com) aren’t proper testbeds. 
Reservoir (Resources and Servers Visualization without 
Barriers) is an EU-funded grid computing project that en-
ables massive-scale deployment and management of IT 
services across administrative domains. RightScale is a 
cloud services management platform. 

O
pen Cirrus offers unique opportunities for 
cloud computing research that no existing 
alternatives offer. It federates heterogeneous 
sites, systems and applications research, and 
data sets. In addition, it provides an open 

source service stack with nonproprietary APIs for cloud 
computing. And through shared innovation, Open Cirrus 
will have a greater impact on research communities 
around the globe.

While working on Open Cirrus during the past year, 
we realized the value of common stacks and services, 
but even more, we came to appreciate the benefits of a 
research community working together toward the same 
goals. Heterogeneity of the individual sites has contributed 
to the diversity of solutions and has strengthened our ap-
proaches, even though it does make global services more 
complex to develop, deploy, and maintain. 

Future work on Open Cirrus will revolve around 
increased use across the sites. In particular, we’re ex-
ploring applications that can be used on multiple sites 
to increase their performance, scale, and reliability. An-
other area of interest is standards, but we need more 
experience in using stacks and services before exploring 
standardization. 
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