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Abstract after referred to as thsecre} to storage servers. In our
system, we use threshold secret sharing scherf39] with
We present a newerifiable secret redistributigorotocol an (m,n) access structuréo createn shares of the secret

for threshold sharing schemes that forms a key componentfor n servers (also calledhareholders We only require

of a proposed archival storage system. Our protocol sup- m (wherem < n) shares to reconstruct the secret, and
ports redistribution from(m,n) to (m/;n’) threshold shar-  an adversary must compromise at leasshareholders to

ing schemes without requiring reconstruction of the origi- compromise the secret. Threshold schemes introduce a de-
nal data. The design is motivated by archive systems forgree of fault-tolerance: we can reconstruct the secret even
which the added security of threshold sharing of data must if n — m shareholders fail. Of course, we assume that there
be accompanied by the flexibility of dynamic shareholder is enough diversity among the servers such that common
changes. Our protocol enables the dynamic addition or re- security flaws and failure modes can be ruled out.

moval of shareholders, and also guards against mobile ad-  \e design our archive system to defend agaimsive
versaries. We observe that existing protocols either cannotand mobile adversaries. An active (or Byzantirie [31]) ad-
be extended I’eadily to allow redistribution between different versary Corrupts data or State, and may alter or rep'ay mes-
access StrUCtureS, or have vulnerabilities that allow faulty sages. To defend against active adversaries’ secret Sharing
old shareholders to distribute invalid shares to new share- myst beverifiable[14,[33]: the participants of the sharing
holders. Our primary contribution is that in our protocol,  protocol should be able to verify the correctness of protocol
new shareholders can verify the validity of their shares after execution, since an active attacker can send ill-formed pro-
redistribution between different access structures. tocol messages. A mobile (Or dynamic) adversary compro-

mises servers progressively, and left unchecked will even-

tually compromise enough shareholders to compromise the
1 Introduction secret. To counteract mobile adversaries, there pristc-

tive secret sharingdPSS) schemes [18, 25] to regenerate

We are conducting research on the design and implemen—‘c’hares periodically at all shareholders. PSS schemes as-

tation of an archive system. The primary goal of an archive sumea system model of temporary compromise (i.e., com-
system is to preserve the long-term availability and confi- promised shareholders can be restored to a clean state by a
dentiality of data in the face of storage server failures and reboot), and th"."t the adversary compromises at moSt1
compromises. Another goal is to adapt to the addition or shareholders simultaneously prior to regeneration.

removal of servers. In this paper, we outline a design foran  Our archive system imposes one additional requirement:
archive system that meets those goals, and present a protd¥e must preserve a minimum level of fault-tolerance over

col for secret redistribution that is a key component of the the long term. When shareholders become unavailable (due
system. to benign failures or denial-of-service attacks), we must

We envision an archive system to store data that is in- Produce new shares and incorporate new shareholders to

frequently accessed, but which must remain available andstore those shares. Similarly, when new shareholders join
confidential for long periods of time. Examples of such data the system, we may want to include them in the sharing
include medical records, corporate tax records, and classi-Scheme to balance loads and maintain availability. Finally,
fied government documents. For such data, we can trade offve must allow the possibility of permanent compromise
longer storage and retrieval latencies in return for stronger(i-e., the removal of shareholders), in contrast to the PSS
availability and confidentiality guarantees. model where only temporary compromise is considered.
The archival nature of our system allows us to use rela-  Our design goals and the desire to defend against active
tively heavyweight schemes for distributing the data (here- and mobile adversaries require a general sharing scheme in



which the secret can be redistributed dynamically to a new
set of shareholders after the initial sharing. The new share-
holders may form a new access structure, i.e., they may or
may not overlap with the old shareholders, and they may or

may not share the same threshold value. l

A trivial, but insecure, solution for recovering from lost =
or compromised shareholders is simply to reconstruct the /—
original secret at a central “recovery” server and distribute
new shares. This solution suffers from an obvious weak-
ness: an adversary that compromises the recovery server
immediately gains the ability to see all secrets. We require
a solution that does not involve the reconstruction of the se-
cret, in which the work of redistribution is performed by the
remaining (non-compromised) shareholders.

There exist secret redistribution protocols that do not re-
quire reconstruction of the original secret. In particular,
Desmedt and Jajodia [13] and Franktlal [15] proposed
protocols for the redistribution of secrets between different
access structures. However, both of these extensions have
vulnerabilities that allow faulty shareholders to corrupt the
redistribution process undetectably. After a corrupted run,
shareholders will have shares that cannot be used to recon-
struct the original secret. We discuss the vulnerabilities in e Pinpoint identification and removal of faulty old share-

Figure 1. High-level operation of our archive
system. A client distributes a file to the ac-
tive group of servers (solid lines). When the
servers detect changes in the active group
membership, they redistribute the file to the
new group (dashed lines). Servers may per-
form redistribution an arbitrary number of
times (dotted lines) prior to reconstruction.

depth in Sectiop 4]1. holders is not immediately possible if redistribution is
We present a newerifiable secret redistributioVSR) to occur between two disjoint sets of shareholders. In

protocol for the redistribgtion of secrets from @n,n) ac- the worst case(n) B (n -—m+1 restarts (for an

cess structure to an arbitrafy.’,n’) access structure. Our m

protocol is similar to that of Desmedt and Jajodia; however, (m,n) access structure) are required to eliminate faulty

we incorporate a verification capability to enable sharehold- shareholders and complete the protocol.

ers to verify thevalidity of the new shares (i.e., that their
shares can be used to reconstruct the original secret). W  Archive system architecture
stress that the ability to perform verification is essential for

grchive systems where having some compromised entities We present a high-level view of our archive system archi-
is the common case rather than the exception. We presenfecyre in Figur1. It consists of two components: clients
two verification conditions and prove that they gre_suf_flment and a group of storage servers. Clients perform the initial
to guarantee the correctness of the secret redistribution. Weyistripytion and final reconstruction of files (i.e., secrets),

also prove aecurityproperty of our protocol: an adversary and are considered trusted entities
. . .
that obtains fewer that: old shares and fewer than’ new The servers store shares and perform redistribution. We

shares cannot compromise the secret. discuss the issue of faulty servers (i.e., shareholders) in
The key points of our paper are: depth in Sectiofi 4]1. Though the number of servers that
implement the archive system may be large, we assume that
e The long-term availability and confidentiality of se- the number of serversthat store shares for a particular file
crets must be preserved in the face of server failures(or set of files) is small.
and compromises. Therefore, distributed archive sys- We require that the network provides private point-to-
tems must include capabilities to accommodate dy- point links between the client and servers, and between all
namic changes in the group of servers that implement pairs of servers. We also require that the network supports
the system. reliable broadcast; if a server broadcasts a meskfghen
M is received at all other servers. In practice, networks do
e Existing redistribution protocols [13, 15] and PSS not usually support reliable broadcast, and we must use pro-
schemes either allow a faulty shareholder to corrupt re- tocols built over point-to-point links to emulate broadcast.
distribution undetectably (and leave shareholders with Since the number of serversthat store shares for a file is
invalid shares) or prohibit changes to the set of share-small, we expect that the overhead required by the (other-
holders that store shares. wise expensive) broadcast protocols will be small relative to



the computational cost of the VSR protocol. In our proto- and we can tolerate at most — 1 faulty servers; we dis-
type system, we use the broadcast primitives implementeduss faulty servers further in Sectipn|4.1. Thus, we have the

in the Ensemble group communication toolkit[24]. constraint thatn +m — 1 < n, or

The servers require mechanisms to keep track of the
members of the active group of servers, and to determine m < V‘ + 1J (1)
when servers have joined or left (intentionally or through 2

failure) the group. Upon learning of a change in group
membership, the servers use the VSR protocol to redis-
tribute shares of files to a new access structure based o
the size of the group. We assume that the rate of chang
of membership is low compared to the rate at which clients
contact the group for 1/0 operations. Since group member-
ship protocols are distributed by definition, they come with
additional assumptions about the failure behavior of par-
ticipating servers (i.e., whether server failures are benign
or Byzantine). As the focus in our prototype is primarily
on the properties of the VSR protocols itself, we elect to , w1 o ] )
treat the group membership protocol as a “black-box” ser- " = TJ Servers may redistribute the file an arbitrary
vice provided by the underlying network, and we use the number of times.

membership protocol and gossip-style failure dete¢tar [40]  Finally, when a client needs to reconstruct the file, it lo-
implemented in Ensemble. The protocol in Ensemble toler- cates the active group of servers, which may differ from the
ates only benign failures; other protocols exist that tolerate group to which it distributed shares initially. The client then
Byzantine failures [28, 37]. retrieves at least)’ shares and reconstructs the file.

Clients require a mechanism to locate the active group
of servers for 1/0O operations. Clients are not part of the 3 Cryptographic building blocks
group of servers (in contrast to peer-to-peer storage sys-
tems such as Intermemory_|10] or OceanStore [30]), and
thus cannot rely on the group membership protocol used

In our prototype, we sety = [ 2EL |
To store a file in the archive, a client locates the active
roup ofn servers and selects tki,n) access structure to
se. It then distributes shares of the file andwaitnessto
the file (described in Secti¢n 4) to the servers.

When the servers detect that another server has joined
or left the group, they use the VSR protocol to redistribute
their shares of the file to the new group. The servers use
the same heuristic as the clients to select the new thresh-
old value m’ given the sizen’ of the new group, i.e.,

In this section, we outline the cryptographic protocols
that form the building blocks for our VSR protocol. We

by the SEIVers. .Also, most (rel_atively expensive) protocols first recap Shamir’s threshold sharing schemé [39], and then
are Qe3|gned W'th the assumption Fhat membership Chan,geéummarize Desmedt and Jajodia’s secret redistribution pro-
are infrequent; given our assumption that the rate at whlchtocol [13] and Feldman’s VSS schene|[14]

membership changes is lower than the rate at which clients
contact the group for 1/O operations, having the client join
the group temporarily for I/O would have a negative im-
pact on performance. A simple approach would be for the ) ) )
client to contact a central directory that replies with the list ~ Shamir's (m,n) threshold sharing scheme is based on
of servers; the servers would update the directory after aPOlynomial interpolation([39]. Secrefsare inZ,, where
change in group membership. Of course, the central di-P IS Prime andp > n, and shareholdersare inP, where
rectory is an obvious point of vulnerability in an otherwise |P| = n. Sharess; of i are also irZ,. Authorized subsets
decentralized architecture. A more robust approach is forB are in the access structur o), where|B| = m.

the client to contact a replicated directory service that uses To distributek to the access structu ’”’"), we select

agreement protocols to ensure consistent and valid updategn, — 1 degree polynomiat(z) with constant ternk and

to the list of servers (such as in Farsite [1]). In our pro- random coefficients; ... a,_1 € Z,, and usea(z) to
totype, we adopt a third approach: since our test network generates; for eachi:

is small, a client broadcasts a query over the network to

locate the.active set; a distinguished m_ember of the group si=k4ayi+... +ay 1™ " )
(the coordinator of the group membership protocol, for con-

venience), responds with the list of servers. Note that even  To reconstruck, we retrievern coordinate pairgi, s;)
if a faulty server responds with an invalid list, a non-faulty of i € B, and use Lagrange interpolation:

server will respond with a valid list, which alerts the client

to the existence of a faulty server.

_ _ o J
Clients also require a heuristic to select the threshold k= Zbisi where b; = H G-9 3)
valuem givenn servers. We require: non-faulty servers, ieB JEB,jF#i

3.1 Shamir’s threshold sharing scheme




Desmedt and Jajodia’s Secret Redistribution protocol for Shamir's scheme:

(m;n)

To redistribute a secrét € Z,, from aT';, to al“g'f ™) access structure, using the authorized suBseth,m’"):
1. For each € B, use the polynomial/(j) = s; + al;j + ... + a;./(m,_l)jm'*1 to compute the subsharés; of s;, and send;; to the
corresponding € P’.
2. For eacly € P/, generate a new sha.s(; by Lagrange interpolation:

N x
S; = Z bisij where b; = H (a: — z)

ieB zEB,z#i

b; are constant for eache B, are independent of the choiceddf(x), and may be precomputed.

Figure 2. Protocol for the redistribution of shares of a secret from a Fg”’") to a F§,”7/’”/) access
structure [13]Jfor Shamir’s threshold sharing scheme [39].

3.2 Desmedt and Jajodia’s secret redistribution  form g* andg¢ ... g*=-1. Eachi may then verify that; is
protocol a valid share of:

sm—1

Desmedt and Jajodia present a protocol for the redistri- g =g (g™ ... (gPm)! (5)

bution of shares of secrets from threshold sharing schemes . . L . S .
without requiring the intermediate reconstruction of the se- which is the exponentiation af(x) (Equation [p)). Since

cret [13]. We specialize their protocol for use with Shamir’s we have assumed that the computation of discrete logs is

threshold sharing schenie [39], as shown in Figlire 2. Sup_lntractable, no-one can leaior a; ... am—1 from the
2= broadcast of the witnesses.
pose we have distributed a secketo the access structure

™™, and wish to redistributé: to the access structure

17 ™). To achieve this, we select an authorized subset
(m,n) . .,

B e I'p"". Each shareholderc B uses Shamir's scheme We present our verifiable secret redistribution proto-

to distributesubshares;;; of its shares; to ™). Each  col for secrets distributed with Shamir's threshold shar-
shareholdeyj € P’ receivess;; from eachi, and generates  ing scheme[[39]. The protocol takes as input shares of a

4 The VSR protocol

anew share; by Lagrange interpolation: secret distributed to the access structit&"™, and out-
puts shares of the secret distributed to the access structure
s = Z b;3;; Where b; = H T 4) F§,”7/’"/). We assume that the computation of discrete logs
ieB v€Bati (z — 1) in a finite field is intractable, and that there exist reliable
broadcast channels among all participants and private chan-
3.3 Feldman’s VSS scheme nels between every pair of participants. We also assume that

there are at least non-faulty old shareholders, that there
Feldman presents a VSS scheme that can be used byre at mostn — 1 faulty old shareholders, and that there are
shareholders of a secret to verify the validity of their n’ non-faulty new shareholders.
shares[[14]. We specialize the VSS scheme for use with  The initial distribution of a secret (iTIAL in Figure[4)
Shamir’s threshold sharing schenmiel[39], as shown in Fig- proceeds as in Feldman’s VSS scheme [14]. The dealer of
ure[3. Herzbergt al present a similar treatment [26]. secret; € Z, distributes shares € Z,, to each shareholder
The application of Feldman's VSS scheme to Shamir's ¢ € P, using the polynomiak(i) (INITIAL step 1). The
scheme takes advantage of the homomorphic properties oflealer also broadcasg andg®: ... g¢=-1, which eachi
exponentiation and the assumption that the computation ofuses in Equatior [5) to verify the validity &f (INITIAL
discrete logs in a finite field is intractable. Suppose we havesteps 2 and 3). If EquatiovE](S) holdsstoress; and g*
fieldsZ, andZ,., such thap andr are prime and = pg+1 (INITIAL step 4).
(whereq is a non-negative integer), and suppose we have an  Redistribution of the secret @IsT in Figure[4) pro-
elementy € Z, of orderp. Then, suppose we use Shamir's ceeds as follows. Eachin an authorized subséf <
scheme with polynomiat(z) to distribute a secret € Z, ™™ uses Shamir's scheme (with the polynomiél;))
to the access structuﬂé(,;”’”). In addition to sending the  to distribute subshares; € Z, of its shares; to Fg’f/’”/)
sharess; € Z, to shareholders € P, we broadcast wit-  (REDISTstep 1). Each shareholdge P’ receivess;; from
nesses t& and the coefficients; ... a,,—1 of a(x) of the eachi, and generates a new shafgEquation ), which is



Feldman'’s Verifiable Secret Sharing scheme for Shamir's scheme:
To distribute a secrét € Z, to the access structufd?™™:

1. Use the polynomiat(i) = k + a1i+ ...+ am—1i™ ! to compute the shares of k, and send; to the corresponding € P over private
channels.

2. Useg to computeg®, g@1 ... g%m—1, and send them to alle P over the broadcast channel.
3. Foreach € P, verify that:

S km71 a; it
g =g" [[ (4"
=1

If the condition holds; broadcasts a “commit” message. Otherwidaroadcasts an “abort” message.

Figure 3. Feldman’s VSS scheme [14] for Shamir’s threshold sharing scheme [39].

REDIST step 4). We may redistribufean arbitrary number  ¢g* ensure that eachgenerates valid shares [13], they im-
of times before we reconstruct it. This redistribution phase plicitly assume that each € B distributes subshares of
is the same as in Desmedt and Jajodia’s protacol [13]. valid s;. The VSS scheme only allows= 5 shareholder to
For the new shareholders to verify that their shares of prove that it distributed valid;; of some value. However,
the secret are valid after redistribution, we require that two i may have distributed “subshares” of some random value

conditions,SHARESVALID andSUBSHARESVALID, hold. instead of subshares ef. Thus, we require a sub-protocol
When alli € B redistributes; to each; € P’, all s; are for i to prove that it distributed;; of s;.
valid shares of; if: The same flaw can be found in the proactive RSA scheme
proposed by Frankedt al [15]. Their protocol uses a poly-
SHARES-VALID . to-sum redistribution from a polynomial sharing scheme to
k=2 icpbisi an additive sharing scheme, and a sum-to-poly redistribu-
SUBSHARESVALID : tion from the additive scheme_ back to a polynomial scheme.
Vie BB e Fg)n/@ ') . s; = ZjEB, Wi They suggest that changes in the thrt_ashold and number of
shareholders can be accommodated in the poly-to-sum re-
We define aNEW-SHARESVALID condition, which will distribution. Unfortunately, their verification checks hold

hold if new shareholders have valid shares of the secret.only if one retains the same set of shareholders. If dis-
We prove in Sectiop 4]3 thatEw-SHARESVALID holds if tribution to new shareholders is required, their verification

SHARESVALID andSUBSHARESVALID hold. The defini-  conditions ensureSUBSHAREVALID , but SHARES-VALID

tion of NEw-SHARESVALID follows from Equation[(B) for condition may not hold because their "proper secret” check

a secret distributed tﬁgffl’",): relles_on a WIFI’]ESS. va_luegf(lL? in their papgr) computed
from information distributed in the preceding round. A

NEW-SHARES-VALID : faulty shareholder can thus distribute spurious information

VB ¢ Fgf} )Lk = Zjel’j” b;sg to new shareholders and ultimately cause them to accept an
invalid witness value.
We use Feldman’s VSS scheme to verify trsaiB- To allow the new shareholders to verify the#ARES:
SHARESVALID holds. The distribution of;; from s; (REe- VALID holds, which together witSUBSHARESVALID ver-

DIST step 1) is just an application of Shamir's scheme. ifies thatNew-SHARESVALID holds, the old shareholders
coefficients ofu;(j) (9°" andg®* ... g*¢»=), which each  myst therefore storg* (received duringhiTIAL ) and later
J uses to verify the validity of;; (REDIST step 2). broadcast it to allj € P’. Recall that each receivess;

The key insight embodied in our VSR protocol is that from eachi to verify thatSUBSHARESVALID holds. Once
the nave extension of Desmedt and Jajodia’s protocol with eachj receivesy”, it verifies thats; is a valid share of:

Feldman’s scheme does not in itself allow the new share-
holders to verify thatNEw-SHARESVALID holds. The k bis;

difficulty arises because Feldman’s scheme only verifies 9= Hg ©)
that SUBSHARESVALID holds, which in the absence of
SHARESVALID is insufficient to verify thaNEwW-SHARES Equation [(6) follows from Equatiofi(3) and the homomor-
VALID holds. Although Desmedt and Jajodia observe that phic properties of exponentiation. Since we have assumed
the linear properties of their protocol and the properties of that the computation of discrete logs is intractable, no-one

ie€B



Verifiable Secret Redistribution protocol for Shamir’s sharing scheme:
INITIAL : To distribute a secrét € Zj, to the access structulé,m’m:

1. Use the polynomiak(i) = k + a1i+ ...+ am—1i"' to compute the sharesg of k, and send; to the corresponding € P over private
channels.

2. Use generatay to computeg”, g®1 ... g®m—1, and send them to alle P over the broadcast channel.
3. Foreach € P, verify that:
m—1
gi=g"[] (g°)"
=1
If the condition holds; broadcasts a “commit” message. Otherwidgroadcasts an “abort” message.
4. Ifalli € P agree to commit, eachstoress; andg”*. Otherwise, they abort the protocol.

’ !
REDIST: To redistributek € Z,, from Fg"’") to the access structul‘éP",L ), using the authorized subste Fg;.m’"):

1. For each € B, use the polynomiat/(j) = s; + a5+ ... + a;<m,71)jm'*1 to compute the subsharés; of s;, and send;; to the
corresponding € P’ over private channels.

!
2. Foreach € B, useg to computegsi,gail .. .g““m’*l), and send them to ajl € P’ over the broadcast channel.
3. For eacly € P/, verify that:

and:

l

¢ =][*)" where b;= ][]

ieB 1eB,l#i (=1
If the conditions hold; broadcasts a “commit” message. Otherwjsbroadcasts an “abort” message.

4. Ifall j € P’ agree to commit, eachgenerates a new shasréf-*‘:
l

/ — L& P — —_—

s; = § b;8;; where b; = | | =

ieB l€B,I#i

and storeS;. andg”. Otherwise, they abort the protocol.

Figure 4. Protocol for the verifiable redistribution of shares of a secret from a ngm’”) to a ng”,%/’”/)
access structure, for Shamir’s threshold sharing scheme [39].




can learr¥ from the broadcast of*. which is the number of sets of size containing at least one
We have developed a generalized VSR protocol for lin- faulty shareholder, givem — 1 faulty shareholders.
ear threshold sharing schemes. The details of the general- The assumption that all’ shareholders ifP’ are non-

ized protocol appear in our technical report/[42]. faulty is reasonable if we view the purpose of our VSR pro-
tocol as one of detecting faulty behavior by shareholders in
4.1 Discussion about faulty shareholders P. This is analogous to one of the assumptions underly-

ing Feldman’s VSS scheme [14] in which the shareholders
During redistribution from fg”’”) to aFg’?"”') access areimplicitly trusted to store valid shares (and reject invalid

structure with our VSR protocol, we assume that at least Shares) of a secret.
m old shareholders iff are non-faulty (otherwise we will .
have an insufficient number of shares to reconstruct the se4-2 Computational cost

cret), and that at most: — 1 old shareholders i® may _

be faulty (sincem faulty shareholders could collude to re- _ The computational cost for each new shareholder of ver-

construct the original secret). We also assume that/all  ification in our VSR protocol (RoIST Step 3 in Figuré }4)

of the shareholders i®’ are non-faulty. We denote faulty 1S O(mm’) multiplications andO(mm') exponentiations,

shareholders, and the values they distribute, with over-bars€xclusive of the cost of computing the witnesses. Consider

A non-faulty shareholder € P distributes valid subshares ~ redistribution from a'y"™ to aI'y/"™ access structure.

3;; of its shares; to all shareholders € P’ and broadcasts ~ Each new shareholdgre P’ performsm — 1 multiplica-

g* corresponding to secrét € Z,. A faulty shareholder  tions (8 € Fg”’”); |B| = m) andm exponentiations to ver-

i € P may distribute invalid subsharégj. or broadcasy* ify that SHARES-VALID holds (Equatior{(6)), for a total cost

not corresponding té. of O(m); we do not include the (small) cost of computing
In order to check that the verification conditions hold, the powers of. Eachj also performsn’—1 multiplications

we require that certain information be made available to the (B’ € I'p/; [B'| = m/) andm’ — 1 exponentiations fom

new shareholders. In our VSR protocol, this information is old shareholders € B to verify that SUBSHARESVALID

witnesseg/®, g%, andg® ... g%m-1 . In the PSS scheme holds (Equation[(5)), for a total cost 6f(mm’). Thus, the

of Frankelet al.[15], this information is the \/allugSiL2 and total cost for eacly to verify that both conditions hold is

g?. In the absence of a trusted information repository, the O(mm’) multiplications and)(mm’) exponentiations, ex-

new members must rely on the old shareholders to deliverclusive of the cost of computing the witnesses. In the worst

this information. Itis this process that proves to be problem- case, the number of times we must restart the redistribution

atic for the pinpoint identification of faulty shareholders. ~ protocol is bounded by Equatign] (7).
Consider redistribution from{y"™ to T'{7/"™). Assume

that we start with a random authorized subSe¢ T'0"",
and recall thaiB] = m. It is possible that some subset

of the old shareholders ifi (at mostm — 1) are faulty, and L
will attempt to broadcasf* ands .. If the faulty sharehold- tribution if SHARES VALID .andSUBSHARESVA'T'D hold.
i gt We also show that Equatioris| (5) ardl (6) verify tsats-
ers conspire to broadcast the sagfie the new sharehold- g ARESVALID andSHARESVALID hold.
ers will detect the discrepancy in the broadcast values, _ _
but cannot pinpoint the faulty shareholders. The new share-Lemma 1 SUBSHARESVALID holds if Equation[(p) holds.
holders cannqt use majority voting since the majority of old PROOF. Proved by Feldmari [14]]
shareholders i may be faulty.
Since at mosin — 1 shareholders may be faulty, any Lemma 2 SHARESVALID holds if Equation[(p) holds.

randomly selected authorized subsetobld shareholders
y PrROOF Assume that Equatiori|(6) holds. It then follows

must contain at least one non-faulty shareholder. If the new holds f = X 3 d the h
shareholders detect discrepancies in the witnesses broadcagfatSHAR,ESVAL'D, olds from qgapon[] ) and the ho-
momorphic properties of exponentiatidn.

by the old shareholders, they can restart the redistribution
prOtOCOl with another authorized subset until all values are Theorem 1 (VSR Correctness)For the verifiable redistri-

4.3 Proof of correctness

We prove thatNEW-SHARESVALID holds after redis-

consistent and all verification conditions hold. H’tﬁf“’"), bution of shares of a secret fromia”™ to al“g,"f/’"/) ac-
the number of times we must restart the redistribution pro- cess structure for Shamir's threshold sharing scheimé [39],
tocol is bounded in the worst case by for all secretsk € Z,, and for all authorized subsets

B e i, B e ™) NEW-SHARESVALID holds
<n) B (n —m+ 1> _ "f <m - 1) (n —m+ 1) % after redistribution oft with the VSR protocol iSHARES
=1

m m i m—i VALID and SUBSHARESVALID hold.



PROOFE Assume thatSHARESVALID and SUBSHARES
VALID hold. Then:

Z bisi

i€B

= D (b D bisy

ieB JjeB’

= > > bibhsy
EB jEB!

= 3> s
i€B jeB’

= D) Wibisy
jEB i€B

= }:(%}:m%> (zy + a2 = z(y +2))

jeB’ ieB

= Db

jes’

(SHARESVALID)

(SUBSHARESVALID)
(2(y + 2) = 2y + 22)
(vy = ya)

(r+ty=y+z)

(Equation [(4))

O

Our correctness proof mirrors that for Desmedt and Ja-

jodia’s secret redistribution protocol [13].

4.4 Proof of security

mi1

miy b
MIb] = { 5 - ]
Moyl Myy by
let rank (M) denote the rank aM (number of linearly in-
dependent columns M), and letdet(M) denote the de-

terminant ofM.
Lemma 3 rank(M) = rank(M7).

Lemma 4 (Kronecker-Capelli theorem) If (and only if)
rank(M) = rank([M|b]), then Equatior{(8) has a solution
for x. Furthermore, ifrank(M) < v, then Equation| (8) has
infinitely many solutions fox.

Lemma5 (Cramer'srule) If w = v anddet(M) # 0,
then Equation[(B) has a unique solution for

Lemma 6 For u x v matrix A, v x v matrixB, andu x v
matrix C,

A C
det ( {0 B} > = det(A) det(B)
PrROOE Presented by Kostrikir [29]]

Theorem 2 (VSR security) For the verifiable redistribu-

tion of shares of a secret fromi"™ to aI'{*") access
structure for Shamir’s threshold sharing schernel[39], and
for all secretst € Z,,, the shares; of shareholders in any

We prove that an adversary cannot reconstruct a secrenon-authorized subsé ¢ Pg”’”) cannot be used with the
from a combination of shares distributed with Shamir's sharess’ of shareholdersj in any non-authorized subset

threshold sharing scheme [39] td‘ém’”) access structure

and shares distributed tar ™" access structure. In par-
ticular, we show that an adversary that has obtained 1
old shares of a secrétandm’ — 1 new shares of the same
k cannot reconstrudt. It is then trivial to show that an ad-
versary that has less than— 1 old shares and:’ — 1 new
shares of the samiecannot reconstrudt.

B ¢ Fg'f/’”/) to uniquely determiné.

PROOFE Assume there is a unique solution ferfrom the
shares of shareholders BlandB'. We show that this as-
sumption leads to a contradiction.

Consider the case whei| = m —1 and|B | = m’ —1,
and suppose that we havgof i € B ands; of j € B. We

To complete our security proof, we require some lemmas yse Equatior{ (2) to construct Equatih (9) in Fidure 5.

(presented by Beaumont [2] and KostriKin [29]) for systems

of u linear equations im unknowns of the form

+ M1y Ty = bl
+ MoyTy = b2

mi11T1 + Mg + - - -
mo11 + Mmoo X2 + .-

My121 + My2T2 + -+
Let M, x, andb denote

mii1 1 bl
. X = . , b= .
Myl Ty bu

let [M|b] denote thewugmented matrix

miy

M =

Myv

Let M denote the left-hand matrix in Equatidn (9,
the coefficient vectot, a; ... ], _,, ands the share
vector. The maximum possible value formk(M) is the
number of rows §u + m’ — 2, by Lemma[ B), which is
less than the number of valuesan(m + m’ — 1). Also,
rank(M) = rank([M]s]) sinces is a linear combination
of the columns ofM (by the method of share generation).
Thus, we have infinitely many solutions fer in Equa-
tion (9) (by Lemmg }4). We arrive at the same conclusion
foranyB’ ¢ r§;’7"”'> such thatB"| < m/ — 1.

Since we have assumed that there is a unique solution for
k, we re-write Equation| (9) as Equatidn [10) in Fig{ife 5.
Let My denote the left-hand matrix in Equatign [10), and
let a. denote the coefficient vectes ... a/,, ;. Let ML
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Figure 5. Equations for the proof of Theorem 2. []

andMLR denote the upper-left and lower-right square sub-

matrices ofM

1 im-1
ML = _ :
(m—1) - (m-m
and
1 -1
MR = .
(m' —1) - (m/ —1)™ !

We expresslet(MYL) as

det(MPZ™) = 1---(m—1)| . :
1 o (m—-1)m2

-1 I G-

1<i,5<m—1;i>j

and observe immediately thatt (ML) is non-zero; sim-
ilarly, det(MLER) is non-zero. Thusjet(My) is non-zero
sincedet(My) = det(MPY) det(MER) (by Lemmd §).
Sincedet(My) is non-zero, then Equatiof (10) has a
unique solution fory (by Lemmd¥). If Equatiori (30) has
a unique solution fomy, then Equation[(9) has a unique

solution fora (since we knowk). But we have already es-
tablished that we have infinitely many solutions #rand
our assumption that we have a unique solutiorkfbas led
to a contradiction. Thus, we cannot uniquely determniine

with the shares of shareholdersrand'. [

5 Related work

New storage systems have emerged that use encryption
or threshold secret sharing to preserve the long-term avail-
ability and confidentiality of data. In such systems, the stor-
age nodes run code that implements the system, but are not
trusted with plaintext data. Farsitel [1, 8] and OceanStore
[30] all encrypt replicas of the original data prior to stor-
age. Publius[[41] encrypts replicas, and in addition uses
threshold sharing to creates shares of the encryption key; it
then stores a share with each replica, so that one may re-
construct the key and decrypt a replica provided a threshold
number of replicas are available. Farsite and OceanStore
rely on replication to tolerate server failures; Publius sim-
ply assumes that a sufficient number of servers will remain
available to reconstruct the encryption key. In our proto-
type system, we use threshold sharing to hide data from the
servers (and avoid the key management problems associated



with encryption), and use our VSR protocol to redistribute shareholders in the access structure after the initial sharing
shares in response to the addition or removal of servers. [9]; the new shareholders are a superset of the old ones.

Other storage systems make stronger assumptions abouglundo et al present a scheme in which the dealer broad-
server security to obviate the need for encryption or to usecasts messages to activate different, possibly disjoint, au-
faster data dispersal algorithms. Pangaea [38] distributeghorized subset5[7]. Blundo’s scheme requires shareholders
plaintext replicas to servers, and uses a similar failure detect0 have a share regardless of whether or not they are in the
tor to Ensemble’[24, 40]. Intermemofy |10, 22] uses error- active authorized subset, in contrast to Desmedt and Jajo-
correcting encoding algorithms to disperse shares of datadia’s scheme. Our VSR protocol alters the access structure
(also referred to as “slices” or “fragments”) for servers; in by physical redistribution of shares, and allows new share-
order to recover from the loss of shares, the system reconholders to verify that they have valid shares.
structs the data and redisperse new shares. e-Vault[19, 27] We motivate the design of our archive system and our
and OceanStore (for its deep archive storage mode) use enVSR protocol by the need to defend against mobile ad-
coding algorithms similar to those in Intermemory, but rely versaries. Ostrovsky and Yung introduce the concept of a
on having enough servers remain non-faulty to allow re- mobile adversary [32] that corrupts participants in a dis-
construction of the original data. Since we assume that thetributed protocol at a constant rate. Herzbet@l [25,(26]
servers are untrusted, we require a decentralized redistribuPropose a PSS protocol in which each shareholder period-
tion mechanism, i.e, VSR, to recover from server failures. ically distributesupdate sharego all other shareholders.

Our use of threshold sharing schemes to distribute share€0U, Schneider, and van Renesse propose a PSS proto-
of data, as opposed to keys, is a radical departure from thaf©! for asynchronous, wide-area networks, and employ it
envisioned by Blakley and Shamir, who invented threshold iN @n on-line certification authority [46]; they also indepen-
schemes. In Shamirn,n) schemel[39], interpolation of dently postulated COﬂdI'[IOﬂS.S.ImllaI‘ {0 OSHARES VALID
anm~—1 degree polynomial from, of n points yields acon- ~ @NdSUBSHARESVALID conditions as sufficient for ensur-

stant term in the polynomial that corresponds to the secret.Nd the validity of shares after protocol execution|[45]. Our
In Blakley’s schemel[6], the intersection of of n vector VSR protocol, unlike these PSS protocols, can redistribute
spaces yields a one-dimensional vector that corresponds tShares to arbitrary access structures. However, we assume

the secret. Desmedt surveys other sharing schémbes [12]. that there exists reliable broadcast among all participants in
our protocol, which Zhoet al avoid in their protocol.

Our VSR protocol d th t embodied i .
ur Pro1ocol expands on the concept emoodied in Frankelet al [16,[17,[18] and Rabir_[35] propose PSS

VSS schemes, that of protecting shareholders from a fau“yprotocols in which each shareholder periodically distributes

ler. Ch I presen heme in which th ler an .
dealer. Choet al present a scheme ch the dealer and a subshare of its share to each of the other shareholders.

shareholders perform an interactive secure distributed com-E h sharehold bi th ived subsh i
putation [11]. Benaloh ]3], Gennaro and Micali [20,! 21], ach sharenolder combines e received subshares 1o gen-

Goldreichet al [23], and Rabin and Ben-OF [34, 36] pro- erate a new share. A drawback of these protocols is that

pose schemes in which the dealer and shareholders part_r:glrmr/]ltnesses for vterlflcat:jon deg?rr:d on the |n|t|atl th:fSh'
ticipate in an interactive zero-knowledge proof of validity; old schéme parametens andn, and thus oné cannot redis-

1 1.7
the schemes of Gennaro and Micali and of Rabin and Ben-mb(l;te f\r/osnl;an(ntz,n) Itq an(mt,n )ticiiss strllj_ctulg% S prot
Or are information-theoretically secure. Feldman [14] and | ur pr(;) 0c0., Irt] corE)_rIas do € ear Ier’th profo- ¢
Pedersen [33] present schemes in which the dealer broad C'S: €an guard against mobiie adversaries with permanen
compromise; that is, we can deal with compromise that can-

casts a non-interactive zero-knowledge proof to the share- i i .
holders. Bettet al [4] present a VSS scheme for monotone not be recovered with a reboot operation. Of course, we still
require that at any given point of time, the number of faulty

access structures based on finite geometries. Our VSR pro ) .
tocol differs from VSS schemes in that the multiple “deal- shareholders in the current set of shareholders is less than
dhe threshold value.

ers” of the new shares (the old shareholders) do not have th

original secret, and must use other information to generate a

proof for the new shareholders. Also, each new shareholdet6  Summary

performs a two-part verification, first of the validity of its

received subshares, and second of the validity of the shares we have presented a verifiable secret redistribution pro-

used by the old shareholders to generate the subshares. tocol in the context of building archive systems. The
Other researchers present redistribution protocols that doarchival nature of the system calls for heavyweight protec-

not involve the physical redistribution of shares. Blakley tion mechanisms to ensure the long-term availability and

et al consider threshold schemes tldisenroll (remove) confidentiality of stored data. Additionally, we must ac-

shareholders from the access structure with broadcast mescount for the addition and removal of storage servers within

sages/[b]; the new shareholders are a subset of the old oneshe lifetime of the data. Our protocol uses threshold sharing

Cachin proposes a secret sharing schemectiat|s (adds) schemes and incorporates a verification capability to sup-
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redistribution protocol and proved that two conditions, of the 5th Symp. on Operating Systems Design and Imple-
SHARESVALID and SUBSHARESVALID, are sufficient to mentation Dec. 2002.
guarantee that new shareholders have valid shares after re{2] R. A. Beaumont.Linear algebra Harcourt, Brace & World,
distribution. We also proved that an adversary cannot com- Inc., 1965.
bine old shares and new shares to reconstruct the secret, Pro13] J. C. Benaloh. Secret sharing homomorphisms: Keeping

vided that the adversary has less tharld shares aneh’ shares of a secret secret. Rroc. of CRYPTO 1986, the 6th
new shares. Our redistribution protocol can tolerate up to Ann. Intl. Cryptology Confpp 213-222. 1987.

m — 1 faulty old shareholders (provided that there are at
leastm honest members). We pointed out that the identi-
fication and removal of faulty members is not immediately

[4] T.Beth, H.-J. Knobloch, and M. Otten. Verifiable secret shar-
ing for monotone access structures.Pioc. of the 1st ACM
Intl. Conf. on Computer and Communications Secy iy
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